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hema City, OK.• 1967). He proposed to extrapolate the
array covariance function beyond the few meuured
bags, selecting that extrapolation for which the entropy
of the signal is maximized. The Burg technIque gives

5 good resolution but suffers from parameter bias and the
phenomenon referred to as line splitting wheretn a sin
gle source manifests itself as a pair of closely spaced
peaks in the spectrum. These problems are attnbutable
to the mismodeling inherent in this method.

10 A different approach aimed at providing increased
parameter resolution wu introduced by Capon (J. Ca
pon. High resolution frequency wive number spectrum
analysis, Proc. IEEE. 57: 1408-1418. 1969). His ap
proach wu to ftnd a weight vector for combining the

\5 outputs of all the sensor elements that minimizes output
power for each look direction while mainta.uling a unit
response to signals arriving from this direction. Capon's
method has difficulty in multipath environments and
offers only limited improvements in resolution.

A new genre of methods were introduced by Pisa
ren.ko (Y. F. Pisarenko. The retrieval of hannorucs
from a covariance function, Geopirys. J. Royal Astronom
ictJi Soc.. 33: 347-366. 1973) for a somewhat restricted
formulation of the problem. These methods exploit the
eigenstructure of the array covariance matnx. Schmidt
made important generalizations of Plsarenko:s ideas to
arbitrary array/wavefront geometries and source corre
lations in his Ph.D. thesis titled A Signal Subspace Ape
pTOtJCiI to Mulliple Emilltr Localion and S~clrol£Slima-

30 tu,PI. Stanford University, 1981. Schmidt's MUltiple
SIgnal Classification (MUSIC) algorithm correctly
modeled the underlying problem and therefore gener
ated superior estimates. In the ideal situation where
measurement noise is absent (or equivalently when an
infinite amount of measurements are available), MUSIC
yieJds exact estimates of the parameters and also otTers
infinite resolution in that multiple signals can be re
solved regardless of the proximity of the signal parame
ters. In the presence of noise and where only a finite
number of measurements are available. MUSIC esti
mates are very nearly unbiased and efficient, and can
resolve closely spaced signal parameters.

The MUSIC algorithm. often referred to as the eigen
structure approach. is currently the most promISIng
high resolution parameter estimation method. How
ever, MUSIC and the earlier methods of Burg and
Capon which are applicable to arbitrary sensor array
configurations suffer from certain shoncortWlgs that
have restricted their applicability in several problems.

SO Some of these are: .
Array Geometry and C&libration-A complete char

acterization of the array in terms of the sensor geometry
and element characteristics is required. In practice, for
complex arrays. this characterization is obtained by a

S5 series of experiments known as array calibration to
determine the so called array manifold. The cost of
array calibration can be quite high and the procedure IS

sometimes impractical. Also, the associated storage
reqwred for the array manifold is 2tnll words (m IS the
number of sensors. I is the number of search (gnd)
points in each dimension. and g is the number of dimen-
sions) and can become large even for simple applica
tions. For example, a sensor array containing 20 ele·
ments. searching over a helJUsphere with a 1 mlilirad

65 resolution in azimuth and elevation and usmg 16 bit
words (2 bytes each) requires approximately 100 mega
bytes of storage! This number increases exponentially as
another search dimension such as temporal frequencY IS
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~OD FOR ESTIMATING SIGNAL SOURCE
LOCATIONS AND SIGNAL PARAMETERS USING

AN ARRAY OF SIGNAL SENSOR PAIRS

The U.S. Government has rights in the described and
claimed invention punuant to Department of Navy
Cantne:t NOOOI4-8S-K-OSSO and Department of Army
Agreement No. DAAG29·85.K-0048.

BACKGROUND OF THE INVENTION

The invention described in this patent application
relates to the problem of estimation of constant parame
ters of multiple signals received by an array of sensors in
the presence of additive noise. There are many physical
problems of this type including direction finding (DF)
wherein the signal parameters of interest are the direc
tions-of-arrival (DCA's) of wavefronts impinging on an
antenna array (cf. FIG. I), and harmonic anaJysjs in
which the parameter'S of interest are the temporal fre· 20
quencies of sinusoids contained in a signa! (waveform)
which is known to be composed of a sum of multiple
sinusoids and possibly additive measurement noise. In
most situations, the signals are characterized by several
unknown parameters all of which need to be estimated 2'
simultaneously (e.g., azimuthal angle, elevation angle
and temporal frequency) and this leads to a multidimen
siona! parameter estimation problem.

High resolution parameter estimation is important in
many applications including electromagnetic and
acoustic sensor systems (e.g.• radar. sonar. electronic
surveillance systems, and radio astronomy), vibration
anaJysis, medical imaging, geophysics. well-logging.
etc.. In such applications, accurate estimates of the pa
rameters of interest are required with a minimum of 35
computation and storage requirements. The value of
any technique for obtaining parameter estimates is
strongly dependent upon the accuracy of the estimates.
The invention described herein yields accurate esti
mates while overcoming the practical difficulties en- 40
countered by present methods such as the need for
detailed a priori knowledge of the sensor array geome
try and element characteristics. The technique also
yields a dramatic decrease in the computational and
storage requirements. 45

The history of estimation of signal parameters can be
traced back at least two centuries to Gaspard Riche.
Baron de Prony, (R. Prony, Essai expenmentaJ et ana
lytic, etc. L'Ecole Polytechnique, 1: 24-76. 1795) who
wu interested in fitting multiple sinuisoids (exponen
tials) to data. Interest in the problem increased rapidly
after World War II due to its applications to the fast
emerging technologies of radar, sonar and seismology.
Over the years. numerous papers and booles addressing
this subject have been published. especially in the con
text of direction fmding in passive sensor arrays.

One of the earliest approaches to the problem of
direction fmding is now commonly referred to as the
conventional beamfonning technique. It uses a type of
matched filtering to generate spectral plots whose peaks 60
provide the parameter estimates. In the presence of
multiple sources. conventional beamforming can lead to
signal suppression, poor resolution. and biased parame
ter (DOA) estimates.

The iU'St high resolution method to improve upon
conventional beamfomung wu presented by Burg (1. P.
Burg, MlWmum entropy spectral analysis. In Proceed
ings of tire 37th Annual International SEG Meeting. Okla-
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FIG. 1 is a graphic representation of a problem of
direction~f-arrivalestimation in which two sources are
present and bemg monitored by a three-element array of
sensors.

4
example. in order to simultaneously perform temporal
frequency and spatial angle estimation. one group of
sensor pairs would share a common spatial displace
ment vector while the second group would share a

5 common temporal displacement. In general. for each
additional type of parameter to be estimated. a sensor
group sharing a common displacement is provided.
Furthermore. the number of sensor pairs in each group
must be more than the number of sources whose param
eters are to be estimated.

Having provided an array of sensors which meets the
specifications outlined above. signals from this array of
sensor pain arc then processed in order to obtain the
parameter estimates of interest. The procedure for ob
taining the parameter estimates may be outlined as fol·
lows:
1. Using the array measurements from a group of sensor

pairs. determine the auto-<:ovariance matrix Ru of
the X sUbarray in the group and the cr~ovanance
matrix R..,. between the X and Y subarrays in the
group.

2. Determine the smallest eigenvalue of the covariance
matrix Ru and then subtract it out from each of the
clements on the principal diagonal of Ru . The results
of the subtraction arc referred to hereinafter as Cu.

3. Next, the generalized eigenvalues (GE's) 1i of the
matrix pair (Cu. R..,,) arc determined. A number d of
the GE's will lie on or near the unit circle and the
rcmai.ning m-d noise GE's will lie at or near the
origin. The number of GE's on or near the unit circle
determine the number of sources. and their angles are
the phase differences sensed by the sensor doublets in
the group for each of the wavefronts impinging on
the array. These phase differences arc directly related
to the directions of arrival.

4. The procedure is then repeated for each of the
groups. thereby obtaining the estimates for all the
parameters of interest (e.g.• azimuth. elevation, tem
poral frequency).
Thus. the number of sources and the parameters of

each source arc the primary quantities detemuned. ES
PRIT can be further extended to the problem of deter
mining the array geometry a postenori. i.e., obtaining
estimates of the sensor locations given the measure-
ments. Source powers and optimum weIght vectors for
solving the signal copy problem. a problem involving
estimation of the signal received from one of the sources
at a time eliminating all others. can also be estimated in
a straightforward maDDer as fonows:
1. The optimum weight vector for signal copy for the

,lit signal is the generalized eigenvector (GV) ei corre-
sponding to the jl" GE "Yi.

2. For the case when the sources arc uncorrelated. the
direction vector a; for the i/" wavefront is given by
R:qCi. With these direction vectors in hand. the array
geometrY can be estimated by solving a set of linear
equations.

3. Using the direction vectors a;, the signal powers can
also be estimated by solving a set of linear equations.
The invention and objects and features thereof will be

more readily apparent from the following example and
appended claims,

BRIEF DESCRIPTION OF THE DRAWINGS

30

SUMMARY OF THE INVENTION

ESPRIT is an alternative method for signal reception
and source parameter estimation which possesses most
of the desirable features of prior high resolution tech- 35
Diques while realizing substantial reduction in computa
tion and elimination of $lorage requirements. The basic
properties of the invention may be sum.marized as fol
lows:
1. ESPRIT details a new method of signal reception for 40

source parameter estimation for planar wavefronts.
2. The method yields signal parameter estimates with

out requiring knowledge of the array geometrY and
sensor element characteristics. thus eliminating the
need for sensor array calibration. 45

3. ESPRIT provides substantial reduction in computa
tion and elimination of storage requirements over
prior techniqu.es. Referring to the previous example.
ESPRIT requires only 4 X 1()4 computations com
pared to 4 X 1(J'J computations required by prior meth- SO
odI. and reduces the time required from 7 minutes to
UDder 4 miJljseconds. Furthermore, the 100 mega
bytes of storage required is completely eliminated.

4. A feature of the invention is the use of an array of
sensor pain where the sensors in each pair arc identi- 55
cal and groups of pain have a common displacement
vectOr.
Briefly, in accordance with the invention. an array of

signal sensor pairs is provided in which groups ofsensor
pairs have a uniform relative vector displacement 60
WIthin each group. but the displacement vector for each
group is unique. The sensors in each pair must be
matched. however they can differ from other sensor
pairs. Moreover. the characteruucs of each sensor and
the array geometry can be arbitrary and need not to be 65
known. Within each group. the sensor pairs can be
arranged into two subarrays. X and Y. which are identl
cal except for a fixed displacement (cf. FIG. 2). For

3
included. Funhermore, in certain applications the arT'ay
geometrY may be slowly changing such as in light
weight spaceborne antenna structures. sonobuoy and
towed arrays used in sonar etc.• and a complete cbanc·
teriz.ation of the array is never available.

Computational Load-In the prior methods of Burg.
Capon. Schmidt and others. the ma.in computational
burden lies in generating a spectral plot whose peaks
correspond to the parameter estimates. For example.
the number of operations required in the MUSIC algo- 10
rithm in order to compute the entire spectrum, is ap
proximately 4m21'. An operation is herein considered to
be a floating point multiplication and an addition. In the
example above, the number of operations needed is
approximately 4x 1()9 which is prohibitive for most U
applications. A powerful 10 MIP (10 million floating
point instructions per second) machine requires about 7
minutes to perform these computations! Moreover. the
computation requirement grows exponentially with
dimension of the parameter vector. Augmenting the 20
dimension of the parameter vector funher would make
such problems completely intractable.

The technique described herein is hereafter referred
to as Estimation of Signal Parameters using Rotational
Invanancc Techniques (ESPRIT). ESPRIT obviates 25
the need for array calibration and dramatically reduces
the computational requirements of previous ap
proaches. Funhermore, sincc the array manifold is not
required. the storage requirements are eliminated alto
gether.



APPLICAnONS
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in the MUSIC algorithm. where an error in the esti
mate of the number of sources can invalidate the
parameter estimates. In accordance with the inven
tion. ESPRIT simultaneously estimates the Signal
parameterS and the number of sources.

There are a number of applications that exploit one or
more of the important features of ESPRIT. i.e.. its in-

10 sensitivity to array geometry, low computational load
and no storage requirements. Some of these are de·
scribed below.
1. Direction-of-Arrival Estimation
(a) Space Antennas-Space structures are necessanly

light weight, very large and therefore fairly flexible.
Small disturbances can cause the structure to oscillate
for long periods of time resulting in a sensor atTay
geometry which is time-varying. Furthermore. it is
nearly impossible to completely calibrate such an
array as the setting up of a suitable facility is not
practical. On the other hand. the use of matched paJrs
of sensor doublets whose directions are constantly
aligned by a low-eost sW-tracking servo results In

total insensitivity to the global geometry of the atTay.
Note that signal copy can still be performed, a func
tion which. is often a main objective of such large
spacebome antenna arrays. In fact, a connected struc
ture for the array is not required! Rather, only a col
lection of relatively small antenna doublets is needed.
each possessing a star-tracker or eanh-based beacon
tracker for alignment. Ease of deployment.. mainte-
nance, and repair of such disconnected arrays can
have significant cost and operational benefits (for
example, a defective unit can be merely transported
to a space station or back to the earth for repaJr).

(b) Sonobuoys-Sonobuoys are air-dropped and scatter
somewhat randomly on the ocean surface. The cur
rent methods of source location require complete
ltDowledge of the three dimensional geometry of the
deployed array. The determination of the atTay ge
ometry is both expensive and undesIrable (since it
involves actIve transmission thus a1erung unfriendly
elements!). Using ESPRIT, vertical alignment of
doublets can be achieved using grav;ty as a reference.
Horizontal alignment can be obtained via a small
servo and a miniature magnetic sensor (or even use an
acoustic spectral line radiated from a beacon or the
wget iudO. Within a few minutes after the $One
buoys are dropped. alignment can be completed and
accurate estimates of DCA's become available. As
before, signal copy processing is also feasible. Fur-
thermore. the sonobuoy array geometry can itself be
determined should this be of interest.

(c) Towed Arrays-These consist of a set of hydro
phones placed inside a acoustically transparent tube
that is towed well behind a ship or submarine. The
common problem with towed arrays is that the tube
often distortS from the assumed straight line geome
try due to ocean and tow-ship induced disturbances.
Therefore. prior array calibration becomes invalid. In
the new approach, any tranSlational disturbance In

the doublets is of no consequence. Therefore by se
lective use of doublets (whose orientation can be
easily sensed) that are acceptably co-direcuonal. reli
able source DCA estimates can still be obtained.

(d) Mobile OF and Signal Copy Applications-0flen.
mobile (aircraft, van mounted) direction finding (OF)
systems cannot meet the vasl storage and computa-
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FIG. 2 is a graphic representation of a similar prob

lem in which the two signals are now impinging on an
array of sensors pairs in accordance with the invention.

FIG. 3 is a graphic illustration of the parameter esti
awes from a simulation performed in accordance with S
the invention in which three signals were impinging on
an array of eight sensor doublets and directiol1$-()f
arrival were being estimated.

As indicated above, the invention is directed at the
estimation of constant parameters of signals received by
an array of sensor pairs in the presence of noise. The
problem can be visualized with reference to FIG. 1 in IS
which two signals (St and 12) are impinging on an array
of three sensors (n f"2, r). It is assumed in this illus
trated example that the sources and sensors lie in a
plaDe; thus only two parameters need be identified. the
azimuth angie of the two signals. Heretofore, tech- 20
Diques such as MUSIC have bee!! able to accurately
estimate the DCA's of the two signals; however the
characteristics of each sensor must be known as well as
the overall array geometrY. This leads to exceedingly
large storage requirements when the array must be 25
calibrated. and a correspondingly large computation
time in the execution of the algorithms.

In accordance with the present invention. array
(manifold) calibration is not required in ESPRIT as
long as the array is comprised of (groups ot) matched 30
sensor pain shariDg a common displacement vector.
This is illustrated in FIG. 2 in which the two signals (SI
and S2) are sensed by receiver pain (rt. I" I.. f"2, 1"2; and f'1,

1"3). The only requirements of the array are that the
sensor pain are offset by the same vector as indicated. 35
and that the number of sensor pain exceeds the number
of sources as is the case in this example.

The performance of the invention is graphically illus
trated in FIG. 3 which presents the results of a simula
tion performed according to the specifications of ES- 40
PRIT. The simulation consisted of an array with 8 dou
blets. The elements in each of the doublets were spaced
a quarter of a wavelength apart. The array geometry
was generated by randomly scattering the doublets on a
tiDe 10 wavelengths in length such that the doublet axes 4S
were all parallel to the line. Three planar and weaJtly
correlated signal wavefronts impinged on the array at
angles 20·, 22", and 60·, with SNRs of 10, 13 and 16 db
relative to the additive unc::orrelated noise present at the
sensors. The covariance estimates were computed from SO
100 snapshots of data and several simulations runs were
made using independent data sets.

FIG. 3 shows a plot of the GE's obtained from 10
independent trials. The three small circles on the unit
circle indicate the locations of the true parameters and SS
the pluses are tbe estimates obtained using ESPRIT.
The GE's on the unit circle are closely clustered and the
two sources 2" apart are easily resolved.

As illustrated. accurate estimates of the DOA's are
obtained. Funhermore. ESPRIT has several additional 60
featUres which are enumerated below.
1. ESPRIT appears to be very robust to errors in esti

mating the minimum eigenvalue of the covariance
Ru . It is also robust to the numerical properties of the
algorithm used to estimate the generalized eigenvaJ- 6S
ues.

2. ESPRIT does not require the estimation of the num
ber of sources prior to source parameter estimation as



(41

(2)

(I)

Note that $ is a uniwy matrix (operator) that relates
the measurements from subarray X to those from subar-

where:

The vector s(t) is a dx 1 vector of impinging signals
(wavefronts) as observed at the reference sensor of
5Ubarray X. The matrix $ is a diagonal dxd matrix of
tbe phase delays between the doublet sensors for the d
wavefronts, and can be written as:

where sl{·) is the ktlJ signal (wavefront) as received at
sensor 1 (the reference sensor) of the X subarray, 8k is
the direction of arrivaJ of the k'll source relative to the
direction of the transJational displacement vector. a,(8k)
is the response of the illl sensor of either subarray rela
tive to its response at sensor 1 of the same subarray
when a single wavefront impinges at an angle 8k. A is
the magnitude of the displacement vector between the
two arrays, c is the speed of propagation in the transmis
sion medium, n...,<·) and n,,<.) are the additive noises at
the elements in the i lll doublet for subarrays X and Y
respectively.

Combining the outputs of each of the sensors in the
two subarrays, the received data vectors can be written
as follows:

8
Consider a planar array of arbitrary geometry com

posed of m matched sensor doublets whose elements are
transJationally separated by a known constant displace
ment vector as shown in flO. 1. The e!ement cbaracter
istics such as element gain and phase pattern. polariza
tion sensitivity, etc., may be arbitrarY for each doublet
as long as the eJements are pairwise identical. Assume
there are d <m narrowband stationary zero-mean
sources centered at frequency wo. and located suffi
cientJy far from the array such that in homogenous
isotropic transmission media, the wavefronts impinging
on the array are planar. Additive noise is present at all
the 2m sensors and is assumed to be a stationary zero
mean random process that is uncorrelatec1 from sensor
to sensor.

In order to exploit the translational invariance prop
erty of the sensor array, it is convenient to describe the
array as being comprised of two subarrays. X and Y.
identical in every respect aJthough physically displaced
(not rotated) from each other by a known displacement
vectOr. The signals received at the itlJ doublet can then
be expressed as:
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PROBLEM FORMULAnON

The basic problem under consideration is that of
estimation of parameters of flDite dimensional signaJ 45
processes given measurements from an array of sensors.
This general problem appears in many different fields
including radio astronomy, geophysics, sonor signal
processing, electronic surveillance, structural (vibra
tion) analysis. temporal frequency estimation, etc. In 50
order to simplify the description of the basic ideas be
hind ESPRIT, the ensuing discussion is couched in
terms of the problem of multiple source direction-of
arrival (DOA) estimation from data collected by an
array of sensors. Though easily generalized to higher 5S
dimensional parameter spaces, the discussion and results
presented deal only with single dimensional parameter
spaces, i.e., azimuth only direction finding (OF) of far
field point sources. Furthermore, narrowband signals of
known center frequency will be assumed. A DOAlDF 60
problem is classified as narrowband width is small com
pared to the inverse of the transit time of a wavefront
across the array. The generality of the fundamental
concepts on which ESPRIT is based makes the exten
sion to signals containing multiple frequencies straight- 65
forward as discussed later. Note that wideband SIgnalS
can also be handled by decom~ing them into narrow
band signal sets usmg comb filters.

7
tional requirements of the prior methods. ESPRIT
can drastically reduce such requirements and still
provide good performance. This has panicular appli
cability in the fieJd of cellular mobile communications
where the number of simultaneous users is limited due 5
to fmite bandWIdth constraints and crog.taJk (inter
channeJ interference). Current techniques for increas
ing the number of simultaneous users exploit methods
of signal separation such as frequency. time and code
division multiplexing apart from the area multiplex- 10
ing inberentto the cellular concept. Using directional
discrimination (angle division multiplexing). the num
ber of simultaneous users could be increased signifi
cantJy. ESPRIT provides a simple and relatively low
cost technique for performing the signal copy opera- IS
tion through angular signal separation. The estima
tion (possibly recursively) of the appropriate general
ized eigenvector is all that is needed in contrast to
substantially more complex procedures required by
prior methods. 20

2. Temporal Frequency Estimation-There are many
&l'plications in radio astronomy. modal identification
of linear systems including structural analysis. geo
physics sonar, electronic surveillance systems, analyt
ical chemistry etc., where a composite signaJ contain- 2S
ing multiple harmonics is present in additive noise.
ESPRIT provides frequency estimates from suitably
sampled rime series at a substantially reduced level of
computation over the previous methods.

3. Joint DOA-Frequency Estimation-Applications 30
such as radio astonomy may require the estimation of
declination and right ascension of radio sources along
with the frequency of the molecular spectral lines
emitted by them. Such problems also arise in passive
sonar and electronic surveillance applications. As 35
previously noted. ESPRIT has panicularly important
advantages in such multi-dimensional estimation
problems.
Having concluded the summary of the invention and

applications. a detailed mathematical description of the 40
invention is presented.
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{AI >A2> ... >/.",} are the ordered eigenvalues ofRu •

then

Hence.
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ray Y. In the complex field. 41 is • simple scaling opera
tor. However. it is isomorphic to the rea! two-dimen
sionaJ rotation operator and is herein referred to u •
rotation operator. The m X d matrix A is the direction
maw whose columns {a(8/c), k-I. , ••• d} are the S
signa! direction vectors for the d wavefronts.

~+t- '" _A",,~~. ( II)

($) 1l.... - ........I_R.... -..-tI_ASA·. i12l

C....-'YR""-ASA·-'YA~·A·-AS(I-"f'l'·)A·; (U)

The auto-covariance of the data receiVed by subarray 10 Now consider the matrix pencil
X is given by:

(6)

where S is the dXd covariance matrix of the signals s(t). IS
i.e..

where CU=Ru-/.",;"u!. By inspection, tbe column
space of both ASA- and AS4I-A-are identical. There
fore. p(ASA--yAS4I-A-) will in genera! be equal to
d. However, if

(7)
(l4)

the iMrow of(I-~$Ut'i/~)will become zero. Thus.

Consequently. the pencil (Cu-yR..,,) will aJso decrease
in rank to d - I whenever 'I assumes values given by
(14). However, by definition these are exactly the gen
eralized eigenvalues (GEV's) of the matrix pair {C.u.
R..,}. Also. since both matrices in the pair span the same
subspace. the GEV's corresponding to the common null
space of the two matrices will be zero. i.e.• d GEV's lie
OD the unit circle and are equal to the diagonal elements
of the rotation matrix 41. and the remaining m-d (equal
to the dimension of the common null space) GEV's are

35 at the origin. This completes the proof of the theorem.
Once 41 is known. the DCA's can be calculated from:

(I)

This completes the definition of the signal and noise
model, and the problem can now be stated u follows: 30

Given measurements x(t) and y(t), and making no
USumptiODS about the array geometry, element charac
teristics. DOA's, noise powers, or the signa! (wave
front) correlation. estimate the signa! DOA's.

ROTATIONALLY INVARIANT SUBSPACE
APPROACH

and a-2 is the covariance of the additive' UDcorrelated 20
white noise that is present at all sensors. Note that (.)- is
used herein to denote the HermiteaD conjugate. or com
plex conjugate transpose operation. Similarly. the cross
covariance between measurements from subarr'ays X
and Y is given by: 2S

to within a permutation of the elements of~.
Proof: rtr'St it is shown that ASA- is rank d and Ru

hu. multiplicity (m-d) of eigenvalues all equal to 0'2. ~S

From 1inear algebra.

where p(.) denotes the ran.k of the matrix argumenL 60
Assuming that the array geometry is such that there are
no ambiguities (at least over the angular interval where
signals are expected). the columns of the m X d matrix A
are linearly independent and hence P(A)=d. Also. since
S is a dxd matrix and is nonsingular, P(S)-d. There- 6S
fore. P(ASA-)-d. and consequently ASA- will have
m-d zero eIgenvalues. Equiva.lently ASA-+ O'2I will
have m-d minimum eigenvalues all equa.l to O'~. If

061

Due to errors in estimating Ru and Rzy from finite data
u wen as errors introduced during the subsequent finite
precision computations, the relations in (9) and (II) will
not be exacuy satisfied. At this point. a procedure is
proposed which is not globally optimal. but utilizes
some weB established. stepwise-optimal techniques to
deal with such issues.

Subspace Rotation Algorithm (ESPRIT)

The key stepS of the algorithm are:
1. rlJ1d the aute- and cross-eovariance matrix esti-

mates Ru and R..., from LIte data. _ .
2. Compute the eigen-decomposition of Ru and Rzv

and tben estimate the number of sources d and the
noise vanance cT2.

3. Compute rank. d approximations to ASA· and
AS4I- A-given cT2•

4. The d GEV's of the estimates of ASA- and
AS4I-A- that lie close to the unit circle determine
the SUbspace rotation operator 41 and hence. the
DOA's.

Details of tbe algorithm are now discussed.
Covanance Estimation
In order to estimate the required covariances, obser·

vations x(tj) and y(tj) at time intervals t) are required.
Note that the subarrays must be sampled simulta
neously. The maximum likelihood estimates (assummg
no underlying data model) of the auto- and cross
covanance matrices are then gIven by

(9)
~

(10)

The basic idea behind the new technique is to exploit
the rotational invariance of the underlying signal sub
spaces induced by the translational invariance of the 40
sensor array. The following theorem provides the foun
dation for the results presented herein.

Theorem: Define r u the generalized eigenvalue
matrix usociated with the matrix pencil {(R.r,z - A",i"!).
R..,} where A""" is the minimum (repeated) eigenvalue 4S
of Ru . Then. if S is nonsingular. the matrices 41 and r
are related by
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· I N
Ru • - I .r(t}.r(l)"

N j-I J J

(17) (2 \)

5 where, {~IZ">ArY> ... >A.m.ry} and {et.r". cry. ....
e",q} are tl!e eigenvalues and the corresponding eigen
vec:ton of R..,.

As remarked earlier, the information in Ru and it.."
can be jointly exploited to improve the estimates of the
underlying subspace and therefore of the estimates of
ASA' and AS~'A'. In situations where the array ge
omeuy (i.e.. the manifold on which the columns of A
lie) is known, these estimates can be further improved,
but this is DOt punued here since no knowledge of the
array geomeuy is assumed.

Emmating Directions of Arrival
The estimates of the COA's DOW follow by comput

ing the the m GEV's of the matrix pair ASA' and
AS~·A'. This is • singular genenlized eigen-problem
and needs more care than the regular case to obtain
stable estimates of the GEV·s. Note that since the sub-
spaces spanned by the two matrix estimates cannot be
expected to be identical. the m-d noise GEV's will not
be zero. Furthermore. the signal GEV's will not lie
exactly on the unit circle. In practice, d 'GEV's will lie
close to the unit circle and the remaining m-d GEV's
well inside and close to the origin. The d values near the
unit circle are the desired estimates of CZ>U. The argu-
ment of CZ>U may now be used in conjunction with (16)
to obtain estimates of the source directions. This con
cludes the detailed discu.Won of the algorithm.

Some Results

Estimation of the Number of Signals
In the algorithm.detailed above. an estimate of the

number of sources d is obtained as one of the fint steps
in the algorithm. This estimate is then used in subse
quent steps as the ranlc of the approximations to covari-
ance matrices. This approach bas the disadvantage that
an error (particularly underestimation) in determining d
may result in severe biases in the fmaJ DOA estimates.
Therefore, if an estimator for cr~ can be found which is
independent of d (e.g.• o-~-~",,"), estimation of d and
the DCA's can be performed simultaneously. Simula
tion results have shown that the estimates of <I> have low
sensitivity to erron in estimating cr~. This implies that
the rank d estimates of ASA' and ASCZ>'A' can be
dispensed with apd the GEY's computed directly from
the matrix pair {Ru-o-ZI. Rq }. This results in the need
to classify the GEV's as either source or noise related
which is a function of their proximity to the unit circle.
This ability to simultaneously estimate d and the param
eten of interest is another advantage of ESPRIT over
MUSIC.

Extensions to Multiple Dimensions
The discussion hitherto bas considered only single

dimensional parameter estimation. Often. the signal
parameterization is of higher dimension as in OF prob
lems where azimuth. elevauon. and temporal frequency
must be estimated. In essence. to extend ESPRIT to
estimate multidimensional parameter vectors. measure
ments must be made by amys manifesting the the shIft
invariant structure in the appropriate dimension. For

65 example. co-directional sensor doublets are used to
estimate DOA's in a plane (e.g.• azimuth) containing the
doublet axes. Elevation angle is unobservable with such
an array u a direct consequence of the rotational sym-
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The number of snapshots, N. needed for an adequate
estimate of the covariance matrices depends upon the 10
signal-to-noise ratio at the array input and the desired
accuracy of the COA estimates. In the absence of DOise.
N>d is required in order to completely span the signal
subsplIces. In the preseuce of noise. it has been shown
that N must be at least m Z• Typically, if the SNR is I'
kDown, N is chaseD such that the Frobenius Dorm of the
perturbations in it. is 30 db below the covariance matrix
DOrm.

Estimating d~ crJ.
Due to erron in Ru • its eigenvalues will be perturbed 20

from their true values and the true multiplicity of the
minimal eigenvalue may not be evident. A popular
approach for determining the underlying eigenvalue
multiplicity is an information theoretic method based OD IS
the minimum description lenJth (MDL) criterion. The
estimate of the number of sources d is given by the value
of k for which the following MOL function is miDi
mized:

where ~;are the eigenvalues ofRu . The MDL criterion 40
is known to yield asymptotically consistent estimates.
Note that since Ru and Rq both span the same subspace
(of dimension d). a method that efficiently exploits this
underlying model will yield better results.

Having obtained an estimate ofd. the maximum lilteli- 45

hood estima1e of crZ conditioned on j is given by the
average of the smallest m-d eigenvalues i.e.•

Estimating ASA' and AS~'A•
Using the results from the previous step. and making

no uaumptioas about the array geomeuy. the maximum 55
likelihood estimate Cu of ASA', conditioned on d and
c7J. is the maximum Frobenius norm (F-norm) rank d
approximation of Ru-O"lI. i.e.,

where; {elf C'1•.•. em} are the eigenvecton correspond
ing to the ordered eigenvalues of itu .

Similarly. given it.., and d. the maximum liltelihood
estimate AS~'A' is the maximum F-norm rank d ap
proximation of R.."

(
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The result caD be normalized to make the response at
sensor 1 equal to unity, yielding:

where u-[I. O. O•... ,OlT.
Estimation of Source Powers
Assuming that the estimated array response vectors

have been normalized as described above (i.e.. unity
response at sensor I), the source powers follow from
(24):

(22)

(24)

(23)

(26)

CuCf-ASIO; •.•• O. a,oOeit 0. ••••
01 _aj(O",-a,oOeiJ_scalar x ...

Q; -

multiplying Cu by ej yields the desired result:
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in MUSIC where they bring about a collapse of the
SIgnal subspace dimensionality.

Finally, it should be noted that the doublet related
ambiguities present in ESPRIT do not cause any real
difficulties in practice. Indeed, it is precisely such ambi
guities that allow ESPRIT to separately solve the prob
lem in each dimension.

Note that these estimate are only valid if sensor 1 is
omni-directionaJ, i.e., has the same response to a given
source in all directions. If this is not the case. the esti
lDates will be in error.

Estimation of Array Geometry
The array geometry can now be found from {ai} by

solving a set of linear equations. The minimum number
of direction vectors needed is equal to the number of
degrees of freedom in the sensor geometry. If more
vectors are available, a least squares fit can be used.
Note that multiple experiments arc required in order to
solve for the array geometry, since for each dimension
in space about which array geometric infonnation is
required. m direction vectors are required. However. in
order to obtain estimates of the direction vectors. no

Array Respcmse EStimation and Signal Copy

There are parameters other than DOA's and tem
poral frequencies that are often of interest in array pro
cessing problems. Extensions of ESPRIT to provide
such estimates are described below. ESPRIT can also
be easily extended to solve the signal copy problem. a
problem which is of particular interest in communica
tions applications.

Estimation of Array Response (Direction) Vectors
Let ej be the generalized eigenvector (GEV) corre

sponding to the generali2:ed eigenvalue (GE) "(;. By
definition, e/ satisfies the relation

4,750,147
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metty about the reference direction defmed by the dou
blet axes (cf. cones of ambiguity). If both azimuth and
elevation estimates are required. another pair of subar·
rays (preferably orthogonaJ to the fint pair) sensitive to
elevation angle is necessary. Geometrically, this pro- 5
vides an independent set of cones, and the intersections
of the two sets of cones yield the desired estimates. Note
that the parameter estimates (e.g., azimuth and eleva·
tion) caD be calculated independently. This results in
the computational load in ESPRIT growiDg linearly 10
with the dimension of the signa.l parameter vector,
whereas in MUSIC it increases exponentially.

If the signals impinging on the array are not mono
chromatic. but are composed of sums of ciJoids of fixed
frequencies. ESPRIT caD also estimate the frequencies. 15
This requires temporal (doublet) samples which caD be
obtained for example by adding a uniform tapped delay
liDe (p+ I taps) behind each sensor. The frequencies
estimates are obtained (independent of the DCA esti
lDates) from the mp X mp auto- and cross-covariance 20
lDatrices of two (temporally) displaced data sets (corre
sponding to subarrays in the spatial domain). The fIrSt
set X contains mp samples obtained from taps I to p taps
in each of the m delay liDes behind the sensors. The set Since the column space of the pencil AS(l-'YI~)A· is
Y is a delayed version of X and uses taps 2 to p+ 1 in 25 the same as the SUbspace spanned by the vectors {a__
each of the m delay lines. The GE's obtained from these .i*i}. it follows that Cj is orthogonal to all direction
data sets defme the multiple frequencies. Note that in vectors, except Ai. Assuming for now that the sources
time domain spectral estimation. ESPRIT is only appli· are uncorrelated. i.e.•
cable for estimating parameters of sums of (complex)
exponentials. As mentioned previously, wideband sig- 30
naJs caD be handled by processing selected frequency
components obtained via frequency selective narrow
band (comb) mters.

Array Ambiguities
Array ambiguities are discussed below in the COntext 35

of DCA estimation. but caD be extended to other prob
lems as well.

Ambiguities in ESPRIT arise from two sources.
F'tnt, ESPRIT inherits the ambiguity structure of a
single doublet, independent of the global geometry of 40
the array. Any distribution of co-directional doublets
contains a symmetry axis, the doublet axis. Even though
the individual sensor elements may have directivity
patterns which are functions of the angle in the other
dimension (e.g.• elevation), for a given elevation angle 45
the directional response of each element in any doublet
is the same. and the phase difference observed between
the elements of any doublet depends only on the azi·
muthal DCA. The MUSIC algorithm.. on the other
baDd, caD (aenerally) determine azimuth and elevation SO
without ambiguity given this geometry since Icnowl
edge of the directional sensitivities of the individual
sensor elements is assumed.

Other doublet reWed ambiguities caD also arise if the
sensor spacing within the doublets is larger than AI2. In 55
this case. ambiguities are generated at angles arcsin
{A(41ii::2n1r)I2'l1"A}, n.0, 1, .•. , a manifestation of
undersampling and the aliasing phenomenon.

ESPRIT is also heir to the subarray ambiguities usu
ally classified in terms of fust-order. second-order. and 60
higher order ambiguities of the array manifold. For
example, second-order. or rarUc 2 ambiguities ()(Xur
when a linear combination of two elements from the
array manifold also lies on the manifold. resulting in an
inability to distinguish between the response due to two 65
sources and a third source whose array response is a
weighted sum of the responses of the fIrSt two. These
ambiguities manifest themselves in the same manner as
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That is. P(I-~) rather tJw P(S) detennines p(A
SAe_yAS«I>eAe). This in turn is satisfied only when S
is full rank. and thus excludes fully coherent sources.

ESPRIT can be generalized to handle this situation
using the co~cept of spatial smoothing. Consider a sig
nal environment where sources of degree two coher
ency (i.e., fully coherent groups contain at most two
sources each) are present. Assume that the array is now
made up of triplet (rather than doublets used earlier)
element clusters. Let the corresponding subarrays be
referred to as X, Y and Z. Assume, as before, that ele
ments within a cluster are matched a.nd aJl clusters have
a identical Oocal) geometry. Let «I>xy and «I>xz be the
rotation operators with respect to subarray X for subar
rays Y a.nd Z respectively.

Defining the covariances Ru , R".. Ra • Rx,. and R,u
20 in the usual manner, we note that

(2'7)
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more than m - 1 sources can be present during anyone
experiment. Thus the need for multiple experiments is
manifest.

Signal Copy (sq
Signal copy refers to the weighted combination of the

sensor measurements such that the output contains the
desired signal while completely rejecting the other d-1
signals. FroID (22), ej is orthogoaal to aJl wavefroDl
direction vectors except the jUt wavefront, and is there
fore the desired weight vector for signal copy oflhe jlh 10
signal. Note that this is true even for correlated sipaJs.
If a UDit response to the desired source is required. once
again the assumption of a UDit response at seDSOI' 1 10
this source becomes necessary. The weight YeCU)f is
now a scaled venion of ej a.nd using the constraint ..-_ 15
w,sC,= 1 can be shown to be

In the presence of correlated signals as often arises in
situations where multipath is present, it is useful to com
bine the information in the various wavefronts (paths).
This leads to a maximum likelihood (ML) beamfonner 25

• which is given by:

and

(32)

(21)
(JJ)

Now consider the matrix pencil
In the absence of noise, Ru-Cu and w,+fr.-w,sc. 30
Similarly, optimum weight vectors for other types of (c......Cg}-y(R..,+R.,>-A(S+COn;SCOXZ'".
beamfonnen can be determined. )(1-yCO,n;A·. ()4)

(J6)

(J5)

G-dlqllt•.... uJ.

and {gil are the relative responses for the doublet sen
sors in the directions 8j. It is evident that the generalized
eigenvalues of the matrix pair {Cu. Rxy} will now be
«I>j,Gii resulting in GE's which no longer lie on the unit
clrcle. If the relative gam response (Gj;) is real, the GE's
deviate only radiaJly from the unit circle. Since it is the
argument (phase angle) of the GE's which is related to
the DOA's, this radial deviation is imponant only in so

Therefore, the rank of the smoothed wavefront covari
ance matrix has been restored. Hence. (I - yep) once
again controls rank of the smoothed pencil in (34), and
the GE's of the pair {C.z.:r+Ca , Rxy+Rzy} detennine
the DOA's. Further. for arbitrary degree of coherency
it can be shown that the number of elements needed in
a cluster is equal to the degree of coherency plus one.

Mismatched Doublets
The requirement for the doublets to be pairwise

matched in gain and phase response (at least in the di
rections from which the wavefrolU5 are expected) can
be relaxed as shown below.

1. Uniform Mismatch-The requirement of pairwise
matching of doublets can be relaxed to having the rela
tive response of the sensors to be UDifonn (for any given
direction) at all doublets. This relative response. how
ever. can change with direction. Let A denote the di
rection matrix for subarray X. The the direction matrix
for subarray Y can then be written as AG, where;

(29) SO

where A""II(R.u.Q.z.:r1 is the minimum GEV (multiplicity
m-d) of the matrix pair (Ru, Q.z.:r). We can also fmd

where A",iII(Rz,·Qx,1 is similarly defined. At this point.
the algorithm proceeds as before with the GE's of the
matrix pair (ASAe. AS«I>e A e) yielding the desired re-
sults. 60

Coherent Sources
The problem fonnulauon discussed so far DSUmed

that no two (or more) sources were fully cone1aIed
with each other. This was essential in tbe develO1'JDeDt
of the algorithm to this pomt. ESPRIT relies on the 65
property that the values of 'Y for which the pencil
(ASAe-'YAS«I>eAe) reduces in rank from d to d-I
determine «1>. This is. however. true only when

Some Generali:z.atioDS of the Measurement Model It is easy to show that for a degree two coherency
Though the previous discussions have been restricted 35 model,

to specific models for the sensors elements and noise
characteristics. ESPRIT can be generalized in ~

straightforward manner to haDdle a luger class ofpr~
Iems. In this section, more general models for the ele-
ment, signal. and noise characteristics are discussed. 40

Correlated Noise
In the case when the additive noise is correlated (i.e..

no longer equal to (T2n. modifications are neces:mry. If
the noise auto- and cross-covariances for the X and Y
subarrays are known to within a scalar. a solution to the ~s
problem is available. Let Q.z.:r and Q.%J' be the normalized
auto- and cross-covariance matrices of the additive
noise at the subarrays X a.nd Y. Then,
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This pencil will loose rank whenever l' is an eigenvalue
of (Ix-1UX-UyIy). Therefore the desired CZlil are the
eigenvalues of the product Ix-1UX-UyIy. However.
from the underlying model in (I) and (2), it can be
shown that in the absence of noise Ix... I y. in which
case ¢Iii are also the eigenvalues of UX-U y.

In presence of additive white sensor noise. we can
show that asymptotically (i.e., for large N) the GSVD
of the data matrices converges to the GSVD obtained
in the noiseless case except that Ix and I y are aug
mented by 0-21. Therefore, the LGSV matrices in the
presence of noise are asymptotically equal to Ux and
U y computed in the absence of noise. and the earlier
result is still applicable.

To summarize, when given data instead of covariance
matrices. ESPRIT cau operate directly on the data by
tint forming the data matrices X and Y from the array
measurements. Then. the two LGSV matrices Ux and
Uyare computed. The desired ¢Iii are then computed as

20 the eigenvalues of the product UX-U y. Estimates for
other model parameters as discussed previously can be
computed in a simi.Iar marmer.

What is claimed is:
1. A method of locating signal sources and estimating

source parameters comprising the following steps:
(a) providing an array of groups of signal sensor pairs.

the sensors in each pair in each group being identi·
cal except for a fued displacement which may
differ from group to group. thereby defIning two
subarrays (X and Y) in each group.

(b) obtaining signal measurements with the sensor
array so configured,

(c) detenniniDg from said sign.a.l measurements the
auto-eovariance tnatrix R.... of the X subarray in
each group and the cross-covariance matrix R..y
between the X and Y subamlys in each group.

(d) determining the smallest eigenvalue of the covari
ance matrix.

(e) subtracting said smallest eigenvalue from each
element of the principal diagonal of the covariance
tnatrix R.... and obtaining a difference C....,

(0 determining the generalized eigenvalues of the
matrix pair <C..... Rxy). and

(g) locating the generalized eigenvalues which lie on
a unit circle, the number of which corresponding to
the number of sources and the locations of which
corresponding to the parameter estimates.

2. The method as defmed by claim 1 and further
including the steps of:

(a) varifying specific signal reception by determining
array response (direction) vectors using the gener
alized eigenvectors. and

(b) estimating the array geometry from the said array
response vectors.

3. The method as defmed in claim 1 with variations to
improve numerical characterisucs using generaliZed
singular value decompositions of data matrices instead
of generalized eigendecomposition of covariance matri
ces by:

<a) forming data matrices X and Y from the data from
the subarrays in each group,

(b) computing the generalized singular vectors of the
matrix pair (X.Y) yielding X=UxIxV • and
Y,..UyIyV·,

(c) computing the eigenvalues of !x-1UX-U yI yand
(d) locating those eigenvalues which lie on or near

the unit circle. the number of which corresponding
to the number of sources and the locations of
which corresponding to the parameter estimates.

• • • • •

4~

(~) 6~

40

(31)

(31)
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- (UxIx - -yUyIyWO.

- UxIxU - -yIfIU~ UyIyWO

x - yy

Y-(y(/t). y(Il,)•. - - . y(/N)I.

X-(X(/l). x(tV. . - .• x(/N)I.

X-yY-A(I-,..a>l(a(It}•...• J(IN)J. (39)

Similar to previous discussions. whenever 1'==CZlii. this 60
pencil will decrease in rank from d to d- I. Now con
sider the same pencil written in terms of its GSVD:
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far u the method of detenniniDg the number of signals
must be altered (the number of unit circle GE's is no
longer d). On the other hand. a relative phase response
will rotate the GE's as well resulting in estimation biu
that caD be eliminated only if the relative phase mis- ~

match is known. As an example of such an array of
mismatched doublets, consider X and Y subarrays
which are identical across each subarray but are mis
matched between arrays.

2. Random Gaia and Phase Errors-In practice. sen- 10
sor pius and phases may not be known exac:tJy and
pairwise doublet matching may be in error violating the
modeJ assumptions in ESPRIT. However. techniques
are available that exploit the UDder1yiDg signal model to
identify the sensor pius and phase from the sensor data. l'
This is in effect a pseudo-calibration of the array where
data from a few exp:riments are used to identify gain
and phase error parameters. The estimates so obtained
are the used to calibrate the doublets.

where Uxand Uyare the mXm unitary matrices con
taining the left generalized singular vectors (LGSV's). ~
Ixand I yare m X N real rectangular matrices that have
zero entries everywhere except on the main diagonal
(whose pairwise ratios are the generalized singular val·
ues), and V is a nonsiDgular tnatrix.

AJlwDiDg for a moment that there is no additive ~,

noise, both X and Y will be rank d. Now consider the
pencil

The OSVD of the matrix pair (X. Y) is given by:

A Generalized SVD Approach

The deWls of the computations in ESPRIT presented
in the previous sections have been based upon the esti
mation of the auto- and cross-covariances of the subar
ray sensor data. However. since the basic step in the 2.,
algorithm requires determining the GE's of a singular
matrix pair, it is preferable to avoid using covariance
matrices. choosing instead to operate directly on the
data. Benefits accrue not only from the resulting reduc
tion in matrix condition numbers, but also in the poten- 30
rial for a recursive formulation of the solution (u op
posed to the block-recunive nature of eigendecomposi
lion of sample covariance tnatrices). This approach
leads to a generalized singular value decomposition
(OSVD) of data matrices and is briefly described be- 3'
low.

Let X and Y be m XN data matrices containing N
simultaneous snapshots X(l) and y(l) respectively;
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1. Introduction

The wirelets commuuic..tions industry is exploding. The int.elligent ant.ennu crea.ted by
ArrayComm, Inc. add &. new dimension to t.he technologies tha.t will provide the founda.tion
for penonal communica.tion. in the 21st. century.

In mobile communications a.pplic&.tions, the tec:hnololY bas demonstrated its a.bility to
sublt&Dtially reduce cost by decrelUJing the infr&5truc;\ure needs of Dew systems. In addition,
the aubec;riber capacity of exi,,~il1l and new :systemlt i~ increased And interference reduced.
The technolosy C&l1 also benefit other high-Ilowth fields such as wireless local· loops, point
to-point di.t'tibution systems, tra.n,porta.tion l!Iystemlt, a.nd space 5yst~lml.

Cellular communications is already a .~ billion/yea.r industry worldwide and is the
futest growth area. in the electronics field. The industry is expected to grow to '100 billion
a.nnua.lly by the year 2000.

The advutages and improvements ofFp.l'fld hy ArrayComm can ac:celerate th.i. growtb,
especially in emerging economic areas of the world tha.t do not Ila.ve sufficient wired uetwork
capacity. Ma.jor US corporations are currently entering into agreements with t.he !overnrnents
of Third Wotld countries and with Eastern Europea.n na.tions to install wireless cellular sys
tems u the main telecommunica.tions network throughout their respective countries. 'With
a. finite number of service providers worldwide! Arril.yComm's technology is expected to be
adopted quickly.

2. Historica. Background

From tlJe lAter part 01 the 19705 through the mid 19tsOs, Dr. Richard Roy, as part of a
~a.m At Stanford University, developed the mathematical underpinnings of the technology he
later Damed SDMA. Me&nwhile, ova the lIMIt decade, the wirt:lea commun1cation lua.rket has
developed and grown to such a point t.ha.. t.he need for the new tec:hnoloQ' has become &Cute.
In order to meet the need, Dr. Roy ...embled a mat\&lcmont. team of h.iSh·queJity tclccom.
munica.tions executives, internationally known c:ommunica.ti011l marketing professionals, a.Dd
expert legal and fina.ncial. counsel, Aontl Arra.yComm wu fOMTlP-d iu April 1992.

3. Busln... Areas

As metltioned, the principal fields and applications for SDMA technology include but are
not limited to wireless telecommunications networks such as:

• Personal commW1ication services (peS)

• CeUular mobile communica.tion systems

• Wirele.. local loop

• Acknowledgement pagiq systems

• Air·to-ground (a.irphone) communication systems

1
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• Speci&l Mobile Ra.dio (SMR)

• Private Land Mobile Radio (PLMR)

• Wireless local area. computer networks

• Persona.l digital usista.nts communication systems

• Satellite communica~ionsystems

TO 12026638007 F.0S

While Arra.yComm's SDMA is a lenuine, proven tecbnololical breakthroulh with im·
portant implications in each of these ueu, the most immediate application allowing the
largest commercial put~l1Li,.l n:ld.tc~ tu \,;UUUll\lUication aysteuls such as cellulAr tf:lephoue
and persona.! communication systems.

Current telecommunica.tioD sptcma contain inherent limitatioD.8 with regard to ca.pacity.
All more and more users join the system, the frequencies simply become crowded. Wireless
units tran.mittins OD. the u.me channel cannot 'be reeolved by the rlK.eiver since there i. no
way of distinguishing signals that share the same frequency. The result to the end user is
dropped calls, poor reception. interference (cross-talk) a.nd noise.

SDMA effectively combats these problems. By implementing the new technology, telecom·
munications 15ystems realize substantial increases in capacity, and moreovert quality is also
greatly improved. Consequently, the mobile unit transmitted power can be reduced, resulting
in longer battery life.

Af noted, the technology is compatible with current technologiel t both digital
and analog, and with equipment now in use. In addition, implementation can occur
on .. cell by cell buts, where and as needed t and with a. rela.tively low capital cost since no
exotic hardware is required.

The technolosy is 0.1"0 sui~ed to new wireless system deployment. The fleXibility afforded
to system designers is adva.ntageous, and the resultant COlt benefits are substantial. Pr~

limina.ry calculations for Ut;lV1u'yUlt:ul of PCS systems utilizing the technology, for example,
indicate .. cost·savings on the order of 50%. Similar saving! a.re projected for new wireless
10cal-loop I pa,ins t.D.d a.ir-to-grouDd l5ervi~. to be deployed over the next decade.

The technology oft'ered by ArrayComm is protected by two current US pa.tents while two
others a.re pending.

4. Management and Operations

LoC&ted at the heart of Silicon Valley in Santa Clara, CA, ArrayComm has ready access to
a large pool of technical a.nd manpower resources. ArrayComm's engineering team is led by
Drs. Roy and Barratt, &Ild includes expert. in various areas of signal processing technology.
ArrayComm's mana.gemel1t team is led by Mattin Cooper, who witb 3~ years in the field is
one of the best known personalities in the iadustry.

At'tayComm is forming a European subsidia.ry, Arra.yComm Europa., which will be headed
by Mr. Maurice Remy, who most recently headed Ma.tra. CommulucatiollS, a large European
telecommunications compa.ny. ArrayComm Europa will be responsible for pursuing the
various opportunities afforded by the technology in Europe.

2
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The ~redep'"i&b aDd i",tcrn,."ion.l recopi'ioa of it, technical and maa.atlem-nt teara.
coupled with the unique benefits of its technolOl)' places ArrayComm at the cutt.ing edge
of telecomm.unication. and lil0a.l procftlin8 technology. Thill will a.llow it to continue to
establish joint-ventures or strategic allianCe-! with major: manufa.cturing and operating firms.

5. Accomplishments and Outlook

During the paat ei&hteen months, ArrayComm has:

• developed & wide range of domestic and international contacts with telecommunka.tion
equipment m&lll,l£ac;Lurerli iWd lIIel'vice operator•. Thcae contacta hAve aJready led to
written statements of interests from such European and Ameriean manufa.cturers and
from lIevoral ma.jor cellular providers.

• completed & proof-of·concept demonstration that illustrates the capabilities of the In
telliCell intelligent Antenna. bued on SDMA.

• filed \wo pa.teQ,t a.pplica.t.iou.lI in ..ddition to the basic pa.tcnta to which it has exclusive
rights.

• financed the above through private groups rather than from industry sources. iu order
to m&inta.in it! independence.

ArrayComm's basic business stra.tegy includes the protection of its capital resources
throup a stra.tel>' of joillt venturcs , liccnsintj, aDd i;O-devclopmeut. One or more of these
relationships is expected to be established in the coming months.

For more inrormation on the future of Arr&)"Comm,
contact Arnaud Safran at (408) 932-9080.
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ArrayComm, Inc.'. Muapment

AlTayComm canaiatl ofan expcrie4Ced lAd hip"powered manapment ,oup. headed by Martin
Cooper one ci the pioneen of rac1i~telepbonyin the United Statel. combined with a top-flipt
teehnica1 team budcd by Dr. lUchard Roy. the primary inventor of SOMA. The Company hu
receAdy boJatered ita manapmeat and technical Clpabilitiel by erdiatina the ..ii_co of eeverl1
experienced oullide directonlDd the memben of lei Tecbnical A,dvilOl'y Baird. The Company
atrivII to ensure • smooth and COIltrolled deciliOl1·makina proceu IUd to allow the teehnical team
the abll1cy to concentrate 111 efforts on the piInary talel of ctevelopiftJ the Company', teehnolOIY
and providina aervice to its putners and clienta.

B"ido a Board of Directon. includinl five outaide directon, anel the operationallectiODI in Santa
Clara, varioul unite have been formed to ..lilt the company in ita Itrateaic development:

- ATechnical Advilory Board incl. luminaries from indultry and acidemia IUCh II
Dr. William J. Perry, Secretary of Dofonle (on leave), and Profesler Stephen Boyd of
StanfCl'd Univerlity.

• A Burq)OlD unit, which will be rile core of the future European lublidiary. led by Mr.
Maurice Remy, member 01 the Board of Director. and Mr. Oeorp Kasparian.

Manaaanenl Bioar.phies

Martin Cooper, Chairman of the Board and CEO MlI'tin Cooper is alia chairman of Spatial
CommUDicadoos. Inc., Cellular Pay Phou, Inc., and Dyna. Inc. lad IetVet OIl the boIrda of
lever-al other companies. He ill widely recoant-d u • pioneer in the penonal communicadons
iadultry &ad II IG iMovlt« in the manapmeat oll'elClldt and development. He iI an inventor
who iatroduced in 1973 the fUlt portable cellular rldiotelepbone. aDd is widely reprded u the
father of cellular telephony. Mr. Cooper hu wide iDdUicry experience includinl both in wp
corporate setti.Jlls. and in auoceufulentrepreneurial Hltart_Up" contextl. Mr. Cooper founded and
maupd Cellullr BUliness System•• lne. (CBSI).IfOWUlI it to beCOme the industry leader in
ce11ular billinJ with a market Ibn of approximaedy 7S"', and se1.tins tha company to Cincinnati
Bell. (Bofen itl acquilitlon, C8SI provided blllini and managcmenllCtYicee to most cellular
oompaniel in the U.S.)

Beforo that, he WII C«porate Director of Reeeareh and Development for Motorol.. Inc.•
reepoaeible for the oreadoJlllld ltimulation 01 techaoJ.osy throuJhout Motorola. He joined
MOIarola in 1"4 u a reaean:h enlinoer and advanced throu.h a number ofeqiDeerinllIld
mant,pment poaitions bef«e becominJ • corporate offlCel' in 1969 and vice praidelLl and JCMl'8l
mID.... of the CommwUcauom Syttema Division in 1977. Durina hit 29 yean at Motaml.. Mr.
Cooper oversaw the creation ofa number t:I major bUlincslCll includlna lUah-capacity Paain,
with annual aalet in 1990 over S600 minim, trunked mobile radio systems (known u SMRS) with
lMual salel over $1 billion. and cellular radio telephony widl annuall&1el over S1 billion.
Products introduced by Mr. Cooper have had cumulative lalll volume of over $7 b11lloll. Wh11c at
Motorola, he bad top secret clearances while partic.ipatina in and manaainl hiply cluUfied
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lovemmellt development prOFIIM. He adviled the Motorola Poundation in ira chlritable
esutowmelltl and contribuuOI1I. manapd ita central re.carch laboratoriel. aDd wu Motarola',
teehnololY lader.

Mr. Cooper hu been involved in indu.try and .overnment effort.l to allocate new radio mqUeJlcy
spectrum for the land mobile radio ICrvicea and hu been IfU1ted lix patents in the
communicatiOJ1l field. He hal been wideJy publitbed OIl vlrioUi upecCi ofcommunicationa
tecbnolOJY IDd on mMlJIDlCllt of tlllll'ch IDd development. Mr. Cooper is • araduate of the
I1UDOiI InIUnate of TechnololY wish blCludon and m.... dqp'ccI h1 olKcriealen~H. it
• Pellow ofthe lnIawt.e of E1ectrical and Blectronic Inaineen and of Ibe Radio Club of America
and 11 a member of BTA Kappa Nu (.lee1rical .......boaorvy) and Rho BpsilOA (radio
CftIineerinI honorary). He ler'Yed in varioua offlC:Cl ~me Vehicular TechnolOJ)' Society of the
IBBB and w.. p....ident ot the lociet)' in 1972 and 1973. Mr. Cooper wu awarded the IBBB
CeatelU1ial Medal in 1984. Mr. Cooper hu aerved on technical committees of the BledroDic
IDclultri... Aaaociation and the Natioul Reaearch Council II well u JlUmerous industry and civic
IfOUpa. He ill Diltinguilbed lActurer for the National Electronics COJlImium and IeI'VU on itt
Board of Dil¥tora.

Richard II. 1t01. Pl"IIiclellt, Director Dr, Roy iI the IMd iAvcntelI" of SDMA. teehaolo,p. Dr.
Ray hal been uaociated with StanforCS UDivcnity .iDee 1972 ad wu ..anted U1 MS. and a
Ph.D. from that ICbool Prior to chiI be wu ar-ted. 8S ill Physica and Blectricall!llJiMerina
from the MuUGbuMiu InI&ltu. of Tcd1AolOJY. Hia profeleioMl experieDoe inclucIM [1915
1987] raearch lCienti.t for m_lled SYitemI, IDe., [1983-]98.5] f'llcarch acientilt with
Mad..cod Laboratoric., IM., [1975--1984]..m0l' member of the technical.tall ofBSL, Inc.•
involved in the deve10pmeat of state-of-the-art tldWquea in atimadon. identification, real-time
,ipl1 pracetlin& and informatiOil extnetion and adaptive control for VuiOUI aerospace
application•. Ria fi.1da ofrea~h have focu.ed Oft multidimeNiOl1allipa1 parameter alim.tion.
Iianal proceuinl theory, IIK1ldaptive l1Iorithmi. 1M iI widely pl.1blilhed intematioaally. hal been
invited to lpeak at conferencea around 1M warld, and hu been JrIIlted two paten.. in connectioo
with the development of SOMA.

Arnaud Satrari, Vice Praident Marketlnl and COO Mr. Saffui wu aranted an MSPB from
Ecole Superieure d'Blectricite de Paris. Prance. Since spend.ing six yean leUina-up and runnina a
major brOidcutin, netwark in the Middle-But, Mr. Saffari hu been an independent incematioAal
ItW'kedna COIlIulcant for the put twenty yeart. He hal IUCCUlfully Otpniud the development.
award and maaapment of major international projectl and contractl ranainl from SiS milliOD to
$8S million for U.S. and European ollenCi. Hia U.S. olielltt have included General B1ectric Space
Divilian, WeltiqhOUIie Government S)'ItemI DiviliOft, Granpr Aalociatea. Arthur D. UtiLe. and
Te1ematioa. AIIlona hi. put UlId present Buropean clients are Thomaon-CSP. CIT-Alc:atel,
Alcatel Bspace, Robert BolCh Gmbh, Rohde and Schwarz. COn, Drulch. O"emer, Camulat
S.A., RaDk. aDd BMI. Mr. Saffari has .ucceI.fuJJy mana,cd variou.1up hiab-teeh bu.ine8seI
with ItIff UDder him as wac u 1100 perlOIlI, and bu had bottom line telpOAlibWty far thee
oraanizationl. Mr. Safflli h.. auth«od aeveral publication. on Porecutina of CommwUcaCioni
TecbnolosY and Price Mod.lin8.
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Crail Barratt, Vice P...dent, Enpneeriol Dr. Barritt wu putod MSBB and Ph.D. dearees
from S&anford Univenity. Prior to tha., he.1I .anted I SI! (Honon) in Eledrica1 E!nIineerina
aad a BS ill Pure Mathematics and Phyaica from Sydney University (Australia). H8 bu excemive
UD~ in electraniea. computer 'Yltmu! hardware and IOftwlre. and .ipal prOCCllU\a.
acquired with ICveral Silicon Valley f1l1DI includiDa Reeonex, Inc.• where he had been Syatem
Architect for a whole body mqnetic relODlU1ce imlJinl (MRI) machine. From 1978 until movin,
to the U.S. in 1984, Or. Surate allO had extenlive experieace ... hardware et1Jineer for MWl'I1
Auetra1ian (JtmI where he deaiped. prototyped. and manapd throuJh to production severll
computer *YIteml and peripheraIa. Dr. Barratt hu 1110 raupt Il'lduaus Blectrica1 BnaiDccrina
COWIeI at Stanford Univeraity.

Maurice Remy, Director Mr. Maurice Remy ill puate of Prance'. preatiJiOUI &ole
Polytechniquc. After a10nl c:an::c.r in Cho tedmicallUYicet of F'rIllCe'. Rldio lAd TV broldcutina
networlu (ORTP), Mr. Remy belded for leveral yean the Central Reawch Laboratorie. of
ORTP, then WII appointed Chairman and CEO ofTe1ediffuaion de France. the iDtearated Prench
television trUlSmisaion orpnization acrvina 111 networks. In 1983. Mr. Remy wu tlCl'Uited by
Matra Group, one of Prance's foremost teehnololY Ifoupt. to head ill fledalinl
telecommunicationa complDy, Macra Communications. Over the span of nine years at Man. un.til
hil rearemct in la. 1992. Mr. Rcmy built MaIra Communieatioftl into one of the beat known
and Itronaeet telephone and cellular IYlterns manuflCtutel'l in EW'ope with sa1eI of $1.3 bilhon.

Geo.... I(.,.rilll, VP Mlrketi0l Europe Mr. ltupll'iu. wu Fanled ... MSBB from &ole
Superleure d'BIecUicitc de PIIiI, Prance. Mr. Kuparim baa spent over 30 yeull w«m, fot
major European electronic. finna in senior ,alH and mar-tina pOIitioni. He wu hi IUCCeIIlOil
sal. manqer far ,OWtnmcnt electronica It Philips, Deputy Director of Salea for Thomaon.-CSP
Bl'OIdc:aat Equipment Division, with worldwide r.,pOnlibiliu.. Vice Pre.ident of International
Marketiq and. Salea for Matralntemational Division, and Regional VWe-Preaidcnt for Alcatel
Trade Inwnational. Sine. 1988. Mr. Kasparian hal very lSucc:elsfully punued 1ft independent
practice II 1ft Intemational Marketina Consultant on. Electronic Systems for maj« Buropean
compani•.

Marlo M. a.o.tl. EIq., Director, General CounHI Mr. Rosati Is a member in the Palo Alto,
California law firm ofWilaon. SOI1sini. Goodrich lAd ROIlu and hu been with the fimlliDce
1971. Mr. Ralati received billaw degree from Bolt Hall. Univenity ofCalifornia, Berkeley. Mr.
Rosati lpecializel in e«porate law, especially II it relata to hip teehnololY companiu. He II a
director of the followin& California f1J'ml: Genua. Inc.• Aehr Tat Syltel1lS, Pro-Lol CorporatiOll.
CATS Software. Inc.• and Tulip Memory Systems. In addiuon. he is counsel for a number of
corporations including Siem Semiconductort Ocnpbarm International, IDc.• Menlo Care, Inc. ~

Vivul"lnc:., ROI. Systema, View.tAr Ccxporation, and CeliOeneeYI.
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1. Introduction

Wireless communications networks (WCN's) are an increasingly pervasive mechanism
for the interchange of data in the United States and throughout the rest of the world. As
the radio spectrum available to these systems is limited, efficient spectral utilization is
required to satisfy the growing demand for their services. The capacity of some systems
has already been exhausted, for example cellular telephone systems operating in certain
urban areas. Several signaling or modulation schemes have been proposed to increase the
spectral efficiency of these systems: Code Division Multiple Access (CDMA), Frequency
Division Multiple Access (FDMA), and Time Division Multiple Access (TDMA) provide
representative examples. Although efficient modulation is an important component of a
well-designed WCN, it fails to alleviate what is perhaps the most important and common
spectral inefficiency present in commercial WCN's - spatial inefficiency.

Most WCN's provide point-to-point (e.g. base station to user, or user to user) links
rather than broadcast (i.e. base station to all users) links. Yet these same system~

typically broadcast radio frequency energy omnidirectionally or, at best, with only a
small measure of directivity. Selective directional transmission and reception increases
the capacity of these systems by supporting multiple links to separated users on the same
frequency, at the same time lowering the transmitted power requirements for the base
station and for the users' units. It improves the signal quality of these systems through
the elimination of co-channel interference or crosstalk. This approach, utilizing arrays of
antennas and sophisticated digital signal processing techniques, is referred to as Spatial
Division Multiple Access or SDMA. SDMA is compatible with all current or proposed
modulation schemes for WCN's; and it can be incorporated into an existing base station
while retaining full compatibility with the users' existing equipment.

Algorithmically, SDMA is rooted in a collection of signal processing algorithms devel
oped at Stanford University and elsewhere during the late 1970's and 1980's. These algo
rithms are collectively referred to as subspace-based estimation and detection algorithms
and have been successfully applied in a variety of applications: time series analysis, sys
tem identification and, now, WCN's. In WCN applications, subspace-based algorithms
make it possible to separate multiple signals operating in the same frequency band from
each other, from background noise or interference, and from propagation effects such as
multipath. Details of SDMA's algorithmic components are provided in Appendix A.

Figure 1-1 illustrates a typical WCN base station employing SDMA. To place our
example in a specific context, we will assume that the WCN is an Advanced Mobile
Phone Service (AMPS) cellular telephone system. In AMPS systems, users transmit to
the base station on one frequency and receive on a different frequency, these frequencies
are respectively denoted by leI and leI in the figure. The AMPS specification provides for
a single connection per receive-transmit frequency pair per cell. With SDMA, multiple
conversations per frequency pair are possible. The right side of the figure depicts the
processing of received signals, the processing of transmitted signals is depicted on the left.
Shaded boxes indicate SOMA components, unshaded boxes indicate the components of
a conventional AMPS base station.
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